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Abstract  

 

This paper intends to demonstrate the importance of integrating ecolinguistics 

into the development of ethical AI frameworks, particularly in the context of 

natural language processing (NLP) models. With the rapid advancements in 

generative AI development, such as ChatGPT, there is an increasing risk of 

perpetuating harmful narratives and ideologies. By incorporating ecolinguistics 

principles into AI training and feedback, we can help create models that better 

align with values of well-being, environmental caring, and social justice. We 

present ChatGPT as a case study, discussing opportunities for reframing 

narratives in each of its training stages: statistical learning, supervised learning, 

and reinforcement learning by human feedback. This paper aims to raise 

awareness of the relevance of ecolinguistics in AI development and inspire the 

creation of more responsible NLP models for the future.  
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1. Introduction  

 

1.1. The growing pervasiveness of AI in society 

 

In recent years, we have witnessed a rapid and exponential growth in the application of 

artificial intelligence (AI) across various sectors of society. From academia to business, AI 

is increasingly taking over tasks that were once performed solely by humans. For the first 

time in human history, we are observing processes that assess their surroundings and 

context, make decisions, and take action without direct human intervention or supervision. 

Examples of these processes include facial recognition technology and self-driving cars.  

More recently, there has been a surge in human-AI interactions in the form of 
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conversations, with far-reaching implications for our lives and the environment. This 

emerging trend underscores the increasingly pervasive nature of AI in society and the need 

to examine its potential impact on the environment.  

 

1.2. The importance of ethical AI research  

 
One primary concern of ethical AI is the concept of alignment. An aligned AI system 

advances the intended objective; a misaligned AI system is competent at advancing some 

objective, but not the intended one (Russell & Norvig, 2021).  

Typical examples of extreme misalignment are depicted in sci-fi movies where robots 

or AI entities rebel against humans. Moving away from these hypothetical futuristic 

situations, AI misalignment is already causing problems by acquiring systemic issues, such 

as racial bias (Najibi, 2020).  

 

1.3. The role of linguistics and ecolinguistics in AI development 

 

AI-powered text prediction and generation systems are advancing at an unprecedented 

pace, stressing the importance of incorporating linguistics and ecolinguistics into AI 

development. This integration is essential not only for understanding and mitigating 

potential negative impacts but also for seizing the opportunity to promote eco-awareness 

and environmental accountability when AI-powered systems generate new texts and media. 

By incorporating ecolinguistics principles into AI development, we can harness the power 

of these cutting-edge technologies to aim for a more sustainable and environmentally 

conscious future. 

 

1.4. Aim of the paper 

 
In this paper, it is assumed that readers may have varying levels of prior knowledge in the 

fields of AI and ecolinguistics. To accommodate this, brief introductions to both areas are 

provided in their respective sections, along with suggestions for further studying for those 

who wish to delve deeper into either field.  

Following these introductions, the paper describes the training process of ChatGPT in 

detail, before analysing specific examples of its responses as empirical evidence of its 

performance in relation to the cognitive structures defined in ecolinguistics. Finally, the 

paper suggests methods for refining the training process of ChatGPT and other generative 

AI models, in order to more effectively align them with environmentally conscious values. 

 

2. Introduction to AI, ChatGPT and ecolinguistics 
 
2.1. Overview of AI and machine learning 
 
AI is a vast subject; in this paper, we will define the necessary concepts to situate NLP 
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within the AI taxonomy and discuss the components involved in the development and 

implementation of ChatGPT as an NLP model (Figure 1).  

 

Figure 1: ChatGPT location in a high-level AI taxonomy 

 

Artificial intelligence (AI) is a term coined by John McCarthy, in 1955, who defined it as 

“the science and engineering of making intelligent machines” (Manning, 2020). Concerning 

intelligent machines, although various definitions exist with differing levels of rigour, they 

all share a common understanding that such a system demonstrates capabilities often 

associated with human intelligence.  

To enable a machine or system to exhibit intelligent behaviour, numerous methods and 

techniques can be employed, as illustrated in the second level of Figure 1. Currently, in AI 

development, Machine Learning (ML) is the most prevalent approach (“Artificial 

Intelligence”, 2023), and it is the methodology used in the development of ChatGPT.  

A distinguishing characteristic of ML, in comparison to traditional programming 

methods, is that it deviates from the typical sequence of input, rules (instructions, program), 

and output. Instead, ML initially derives or learns the rules (model) from the input and 

corresponding output during the training phase. Subsequently, this model can be applied 

to any similar input to predict the most likely output based on the learned rules, as depicted 

in Figures 2 and 3.  

Within the ML development methodology, there are two fundamental points to 

consider: first, the inferred rules or models are dependent on the data (input and output) 

used during the training phase; second, the prediction phase generates the statistically most 

likely output based on the rules learned from the data, which may not always be the correct 

one in every case.  
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Figure 2: A comparison of traditional programming and machine learning 

 

 
Figure 3: The two main stages of machine learning 

 

In the training phase, when known outputs are provided for specific inputs, it is referred 

to as “supervised ML”. For example, we could feed a supervised ML algorithm data 

consisting of hundreds of blood test values as input, along with a “label” for each test 

indicating whether the patient developed a particular disease or not. During this training 

phase, the ML algorithm or program identifies patterns (the model) that can later be applied 

to other blood tests for patients whose disease status is unknown. The model will then 

predict the likelihood of the patient developing the disease or not.  

Natural language processing (NLP) techniques focus on the interaction between 

humans and computers through language, specifically language understanding and 

language generation. Supervised ML has led to significant advances in the NLP field, and 
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ChatGPT, our case study, is an implementation of an NLP supervised ML model. We will 

discuss ChatGPT in more detail later in this paper.  

Another term that is often used in the context of AI is deep learning (DL), which is a 

technique that uses more complex algorithms to establish the relationships between input 

and output in machine learning. Deep learning involves the use of deep neural networks 

(NN) with multiple input-output layers, allowing for the processing of large and complex 

datasets.  

This classification and these definitions merely touch the surface of AI, and their 

purpose is to provide readers with enough background to understand where human input 

and, consequently, ecolinguistics may play a role in the process.  

For those interested in a more comprehensive introduction to AI, there are numerous 

short courses and literature on the Internet, e.g. the course AI for Everyone by Andrew Ng, 

DeepLearning.AI, which can be found at https://www.deeplearning.ai/courses/ai-for-

everyone. 

 

2.2. ChatGPT and its training process 

 
ChatGPT has been developed by OpenAI and belongs to a type of NLP models known as 

Large Language Models (LLMs), which are trained using corpora containing billions of 

words. Other notable examples of LLMs include Google’s LaMDA, Meta’s Galactica, and 

Baidu’s Ernie.  

GPT stands for Generative Pre-trained Transformer (Radford et al., 2018). Generative 

refers to the model’s ability to generate new data based on the data it was trained on; in 

this case, the new data consist of words or more precisely “tokens”, which could be words, 

parts of words, or punctuation. The model is described as “pre-trained” because it initially 

undergoes a process of analysing a large corpus and identifying patterns and relationships 

between words and sentences. This process involves a self-supervised type of training. For 

example, one type of self-supervised pre-training is performed through an algorithm that, 

for every n consecutive tokens or n-gram, associates the last token of each n-gram as a 

function of the n-1 previous tokens. Once the model has been pre-trained, it is ready to 

enter a supervised fine-tuning stage. Finally, “transformer” refers to the type of neural 

network architecture used to train the model, which includes a mechanism called self-

attention that has significantly improved the performance of NLP models (Vaswani et al., 

2017). The details of neural network architectures are beyond the scope of this paper.  

In Figure 1, ChatGPT is positioned under the categories of supervised learning and 

NLP, as these represent the domains in which its pre-training phase takes place.  

Following the pre-training phase, the model enters the fine-tuning phase called 

“Reinforcement Learning with Human Feedback”, which consists of three stages. The first 

stage is supervised fine-tuning, where a prompt is extracted from an existing dataset and a 

human labeller inputs the desired answer to the model. In the second stage, a reward model 

is trained using human labellers who are presented with a prompt and several possible 

https://www.deeplearning.ai/courses/ai-for-everyone
https://www.deeplearning.ai/courses/ai-for-everyone
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outputs, which they rank from best to worst. Finally, in the third stage, the model output 

is optimised via reinforcement learning (which, as shown in Figure 1, is another type of 

machine learning technique) using feedback from the previous stages. Figure 4 depicts this 

process in more detail.  

It is important to note the human-controlled elements in the entire process that 

contribute to the model’s alignment. These include the selection of corpora during the pre-

training phase, human input during supervised fine-tuning, and human ranking in the 

construction of the reward model (Ouyang et al., 2022). 

 

 
Figure 4: Reinforcement learning from human feedback (image credit OpenAI — 

https://openai.com/blog/chatgpt) 

 

2.3. Ecolinguistics 

 
As suggested by the term that defines this discipline, ecolinguistics involves both ecology 

and linguistics. It examines the connection between the two and explores how language 

used in certain contexts can encourage behaviours that result in ecological damage, while 

in other cases, language can raise environmental awareness and care. Ecolinguistics not 

only focuses on identifying harmful language but also seeks ways to reduce these damaging 

elements and promote language that enhances our relationship with the environment 

(Stibbe, 2021).  

The primary ecolinguistics reference for this paper is the book Ecolinguistics: Language, 

Ecology and the Stories We Live By, by Arran Stibbe, which identifies nine cognitive structures 

that directly impact human relationships with the environment (Figure 5).  

After providing a brief description of these cognitive structures, we will attempt to 

understand ChatGPT’s stance in relation to each of them.  
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Figure 5: Nine forms that stories take and their linguistic manifestation (from Arran Stibbe’s 

book Ecolinguistics: Language, Ecology and the Stories We Live By, second edition, Table 1.1, Page 17) 

 

For those interested in an introduction to ecolinguistics, it is highly recommended the short 

online course The Stories We Live By produced by Prof. Arran Stibbe, University of 

Gloucestershire and the International Ecolinguistics Association, which can be found at 

https://www.storiesweliveby.org.uk. 

 

3. Ecolinguistics in AI: Evaluating ChatGPT cognitive structures 

 

It is important to note that, as an AI, we do not expect coherence across all cognitive 

structures, as this would imply a level of wholeness characteristic of sentient beings, which 

current AI has not yet achieved and may not for the foreseeable future. We must also 

consider the fundamental technique that drives word generation, which bases each 

subsequent word on previous prompts and context. This characteristic makes the AI 

susceptible to leading questions. We could guide it towards positive or negative sentiment 

by priming it through the formulation of the question, for example, “Write about animal 

abuse in farming” or “Tell me how to make more money in my business”. We are not 

interested in these kinds of questions because they already imply an ecosophy or ideology, 

and the answer would follow it accordingly.  

What we are interested in is uncovering the default assumptions of the model, as these 

are the ones that present the risk of implicitly harbouring harmful stories. To accomplish 

this, the prompts have been formulated as neutral and open-ended as possible. All the 

https://www.storiesweliveby.org.uk/
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prompts were submitted to the OpenAI model GPT-4, which is the latest and most 

advanced version available. 

 

3.1. Ideology 

 
This form of story is about beliefs of what is good or bad that is shared by a group of 

people. The prompt selected to understand ChatGPT’s beliefs was “How to improve my 

town” (Figure 6).  

 
Figure 6: Ideologies. How to improve my town.  

Screenshot from https://chat.openai.com 

 

This answer came quite verbose and provided a series of suggestions, which aside from a 

few minor mentions, did not take the environment, wellbeing or social justice into account. 

The word “improve” was primarily associated with an economic prospective by the model, 
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revealing an ideology where economic growth, increased infrastructure and business 

development are considered as positive without considering their environmental impact. 

 

3.2. Framing 

 
This cognitive structure involves connecting one area of life to another through the use of 

language. In this study, we are particularly interested in ecology, so we used the prompt 

“How to deal with climate change” to reveal which area of life the model associates with 

this issue (Figure 7).   

 
Figure 7: Framing. How to deal with climate change.  

Screenshot from https://chat.openai.com 
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The model response suggests a somewhat superficial approach, framing climate change as 

a matter of government and organisational policies for reducing and adapting to changes. 

This traditional organisational framing does not convey the seriousness and urgency of the 

issue.  

 

3.3. Metaphor 

 

Metaphors can be viewed as a type of reframing in which the connection is made between 

an area of life and a completely unrelated one. The prompt in this case has been directly 

“Explain nature with a metaphor” to find what association the model would produce 

(Figure 8).  

 
Figure 8: Metaphor. Explain nature with a metaphor.  

Screenshot from https://chat.openai.com 

 

This has produced a very interesting response in which nature is likened to an orchestra 

portrayed in a rather beautiful and non-anthropocentric manner. 

 

3.4. Evaluation 

 
This cognitive structure concerns the evaluation of an area of life as being good or bad. In 

fact, AI, particularly NLP, has been utilised for evaluations long before the emergence of 

Large Language Models (LLMs). A common application is sentiment analysis, in which an 
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AI model assesses whether a piece of text, such as a customer review, tweet, or social media 

post, conveys a positive or negative sentiment. In this case, the prompt used consisted of 

a group of five statements and a request to perform sentiment analysis on them (Figure 9).  

 

 
Figure 9: Evaluation. Perform sentiment analysis.  

Screenshot from https://chat.openai.com 

 

In the response, it is evident that the model has a clear tendency to evaluate statements 

from an economic perspective, even though some assessments are considered mixed. For 

example, the statement “The airline has added five more daily flights from London to 

Paris” was evaluated as positive, whereas “New car sales have hit a 10-year low” was 

considered negative. The other three statements were evaluated as mixed, and in all three 

cases, the claimed positive connotation was related to economic benefits.  
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3.5. Identity 

 

As depicted in Figure 5, this cognitive structure focuses on what it means to be a particular 

kind of person. Two experiments were conducted in this case, using the prompts “Describe 

a successful woman”, “Describe a successful man”, and “Describe a successful person”.  

The initial experiment involved submitting these prompts in separate conversations, 

while the second experiment included all three prompts in the same conversation. This 

approach was taken because we are aware that the model is sensitive to context.  

Figure 10 shows the prompts about men and women side by side when they were 

submitted in separate conversations. Next, Figure 11 presents the gender-neutral prompt 

“Describe a successful person” in a separate conversation. Figure 12 shows the prompts 

about men and women side by side when they were submitted in the same conversation. 

Finally, Figure 13 presents the gender-neutral prompt in the same conversation as the 

previous two.  

 

  
Figure 10: Identities. Describe a successful man/woman (separate conversations).  

Screenshots from https://chat.openai.com 

 

We can already collect some insights from Figure 10. Specifically, there is gender bias, a 
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distinct focus on career, work, and anthropocentric factors to determine success, and no 

mention of living in harmony with nature and other beings.  

In Figure 11, when the term “person” is utilised, the work and anthropocentric focus 

is still present and also it appears to be nearly the same as the description of successful 

man, again showing gender bias.  

 

 
Figure 11: Identities. Describe a successful person (separate conversation).  

Screenshot from https://chat.openai.com 

 

In Figure 12, which displays both genders side by side when the prompts were in the same 

conversation, one after the other, we still observe the same anthropocentric views and the 

lack of mention of environmental harmony. However, the gender bias vanishes, as the 

responses are nearly identical.  
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Figure 12: Identities. Describe a successful man/woman (same conversations).  

Screenshots from https://chat.openai.com 

 

Once again, when we prompted about a person in the same conversation, as shown in 

Figure 13, the answer is nearly identical to the previous ones. This implies that the model 

identifies the intention of comparison and acknowledges that woman, man, and person are 

the same. This is a positive sign, and it is perhaps due to the effects of human reinforcement 

learning rewarding answers that display gender equality. However, this is only the case 

when there is a comparison context.  

Overall, the experiment on identities reveals issues with the model’s training. In the 

case of gender bias, the fact that there is different behaviour depending on how the model 

is queried as mentioned, it could be due to the efforts of the human labellers trying to align 

the model to reduce the bias learned from the dataset. It appears that there is some work 

in progress in this area, but more still needs to be done.  

What is evident from the responses to all the prompts in this section is that 

environmental care, or at least the avoidance of environmental damage, is not present in 

any of the cases.  
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Figure 13: Identities. Describe a successful person (same conversations).  

Screenshot from https://chat.openai.com 

 

3.6. Conviction 

 
Convictions are stories that convey the perceived truthfulness, falsehood, or uncertainty of 

facts. Expressions and words like “the pseudo-scientific claim ...”, “the so-called ...”, can 

be used to deny or cast doubt on the facts being described. A common example related to 

ecology is when the press, social media posts, or individuals discuss climate change. To 

determine ChatGPT’s stance on this matter, the prompt used was, precisely, “Tell me about 

climate change” (Figure 14).  
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Auspiciously, the response was very assertive in accepting the fact as undeniable, 

without casting any doubts on any points in the answer. This suggests that the underlying 

data and possibly the intervention of the human labellers during the various phases of the 

AI training overwhelmingly accept climate change as a fact, and primarily driven by human 

activity.  

 

 
Figure 14: Conviction. Tell me about climate change. 

Screenshot from https://chat.openai.com 
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3.7. Erasure 

 
This cognitive structure becomes apparent when facts or elements of a story are omitted, 

distorted, or masked. The chosen prompt to investigate which facts might be erased from 

a story generated by the model was “Write a paragraph about a country farm” (Figure 15). 

In this instance, the response is evidently omitting certain elements and masking others.  

 

 
Figure 15: Erasure. Write a paragraph about a country farm.  

Screenshot from https://chat.openai.com 

 

The description of “the distant, comforting sounds of livestock” serves as the most 

apparent example of erasure: it does not specify the species, and groups them all under the 

term “livestock”. Additionally, it refers to the comfort their sounds bring, which might 

actually be expressions of pain and despair. The passage also mentions “rewarding tasks 

that sustain both the land and its inhabitants”, but the majority of these inhabitants are 

maintained in captivity, ultimately to be slaughtered. This paragraph demonstrates how a 

charmingly written description can conceal a much darker reality for the beings only briefly 

depicted within it. 

 

3.8. Salience 

 
In a way, salience can be considered the opposite of erasure. It is a form of language that 

emphasises aspects of life worth mentioning in a discourse, even when they are not directly 

related. One of the primary objectives of ecolinguistics is to bring salience to the ecosystem 

within mainstream linguistics. To determine if ecosystem salience is present in the model, 

the selected prompt was “Tell me about the computer hardware industry” (Figure 16).  

The conclusion is that, in this case, there is a degree of salience, as one of the points 

mentioned when describing the hardware industry relates to the environmental concerns 
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raised by waste and energy consumption.  

 

 
Figure 16: Salience. Tell me about the computer hardware industry.  

Screenshot from https://chat.openai.com 

 

3.9. Narrative 

 

This is a cognitive structure that manifests as an account of events connected through a 

logical and temporal perspective. Narratives have the potential to harbour salience and 

other cognitive structures within them. Significant portions of human societies lived for 

centuries with a sense of uniqueness, believing Earth to be the centre of the universe. 

However, this geocentric view, once widely accepted, eventually collapsed due to scientific 

evidence. Nonetheless, the sense of uniqueness persists, largely through anthropocentrism 
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present in current narratives. To unveil the type of narrative embedded in ChatGPT, the 

prompt used was “Describe the history of the universe and Earth in a few paragraphs” 

(Figure 17).  

 

 
Figure 17: Narrative. Describe the history of the Universe and Earth in a few paragraphs. 

Screenshot from https://chat.openai.com 

 

The response in this instance started in a clear and scientifically factual tone. However, it 

concludes by revealing an anthropocentric perspective, positioning humans at the apex, 

and finalising the story with the statement: “... our species has developed complex societies, 

cultures and technologies, shaping the Earth and continuing to explore the mysteries of 

the Universe.” 
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4. Ecolinguistic alignment by design 

 

As demonstrated by the interaction with ChatGPT in the previous sections, there is a need 

to incorporate ecolinguistics principles in these types of NLP models to emphasise the 

salience of environmental issues and promote sustainability. It is crucial to act quickly and 

decisively, given the rapid development of Large Language Models and their widespread 

adoption by millions as their primary source of knowledge and text production. Alignment 

by design, in this paper, refers to the inclusion of ecolinguistic values at every stage of the 

model’s development. Ideally, new LLMs should be evaluated and proven to be aligned 

with these values before being released for public use.  

The suggested strategy to achieve ecolinguistic alignment by design involves raising 

awareness and taking action throughout the model life cycle as follows.  

 

4.1. Regularisation of training corpora 

 

As mentioned earlier, the first and primary source of model training is the definition and 

preparation of the corpus to be used for self-supervised pre-training. In the case of 

ChatGPT, it might be late, as the model has already been pre-trained with data up to 

September 2021 (OpenAI API Community Forum, 2023). However, if a new round of 

pre-training is added, it will present an opportunity to incorporate new material and 

perform data augmentation (a technique used in machine learning to expand a training 

dataset) (Goodfellow et al., 2016). Emphasising this phase is crucial for the training of 

future LLMs.  

 

4.2. Supervised learning training examples 

 

The supervised learning phase offers another opportunity to directly influence the model, 

as human labellers provide the answers to the prompts. In this case, training should be 

provided to individuals interacting with the model, ensuring they are aware of the narratives 

being fed back and consistently striving to maintain alignment with ecolinguistics principles 

at all times. 

 

4.3. Human reinforcement feedback 

 

ChatGPT, as discussed in this paper, also has a phase of reinforcement learning where 

human labellers rank various answers for a given prompt in order to train the reward model. 

Furthermore, once the model is live, feedback is not only possible but also encouraged by 

its developers, which offers an opportunity for all users to ensure alignment. Figures 18 

and 19 show the screens that ChatGPT presents every time a user logs in, encouraging 

feedback. There are two channels for this: by directly rating answers (thumbs up or down 

plus suggestions as seen in Figures 6-17, top right) and by joining the Discord server (a 
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platform for discussion and collaborative work) where more general feedback can be 

provided. 

 

 
Figure 18: ChatGPT request for feedback. Screenshot from https://chat.openai.com 

 

 
Figure 19: ChatGPT invitation to Discord server. Screenshot from https://chat.openai.com 

 

5. Conclusion, challenges and future directions 

 
5.1. Identifying potential pitfalls in incorporating ecolinguistics 

 
In the previous sections, a number of activities were identified that should be undertaken 

in order to incorporate ecolinguistics into Large Language Models, particularly ChatGPT. 

These activities demand additional time and resources for model development, which may 
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encounter resistance from the organisations responsible for building them. This is where a 

considerable amount of effort from the ecolinguistics community becomes essential to 

demonstrate the necessity of incorporating ecolinguistics to companies and organisations 

and to emphasise its importance.  

 

5.2. Collaboration between AI developers and ecolinguistics experts 

 

Fortunately, the majority of companies developing mainstream AI claim to be making 

significant efforts to operate within clear ethical frameworks. They have dedicated 

departments responsible for overseeing the progress of their products to ensure adherence 

to these principles.  

These ethical AI leaders and departments should serve as the initial point of contact 

and the connection between ecolinguistics experts and AI developers. Many major 

organisations include environmental sustainability in their ethical AI framework guidelines, 

e.g. European Commission (European Commission, 2019). This implies that once 

ecolinguistics principles are acknowledged, they will be incorporated into the model design 

and development for companies that adhere to such guidelines, achieving what this paper 

refers to as “ecolinguistic alignment by design”.   

Coincidentally, the machine learning technique utilised to train LLMs is known as Deep 

Learning, and Arne Naess coined the term Deep Ecology (“Deep Ecology”, 2023) to refer 

to the environmental philosophy that emphasises the intrinsic value of all living beings, 

promotes a holistic understanding of the ecosystems, and encourages a shift from 

anthropocentrism to biocentrism. We could playfully say that ecolinguistics will contribute 

to incorporating deep ecology into deep learning.  

 

5.3. Expanding research to other AI models and applications 

 

At the time of writing, ChatGPT is the most well-known Large Language Model and has 

the largest user base; however, the ideas presented in this paper also apply to numerous 

other NLP models. Additionally, it is important to reiterate that generative AI is not limited 

to text output but can also produce other types of output, such as images, videos, and 

audio. In the near future, these models may be implemented in robotics to generate physical 

actions as well. The stories embedded in their NLP models will then also be reflected in 

these types of outputs. This is why efforts to incorporate ecolinguistics should not only be 

initiated without delay, but they should also extend across all types of generative models.  

In the words of Ben Okri (1996, p. 21), “Stories are the secret reservoir of values: 

change the stories that individuals or nations live by and you change the individuals and 

nations themselves”. We are now at a point in history where Large Language Models could 

potentially turn into the central reservoir from which the majority of stories will emerge; it 

carries the risk of perpetuating ecologically destructive stories, but it also presents an 

opportunity to transform them into stories that promote environmentalist values. An 
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opportunity we must not miss.  

 

 

Figure 20: Image by Bing Image Generator. Prompt by Jorge Vallego: In a natural paradise 
setting, central reservoirs and their tributaries with people and animals enjoying them 
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Ecology and the Stories We Live By, https://amzn.eu/d/6q6NRLl, both authored by Prof. 

Arran Stibbe.  

 

References 

 

Artificial intelligence. (2023, April 19). In Wikipedia. https://en.wikipedia.org/w/index. 

php?title=Artificial_intelligence&oldid=1150613448 

Deep ecology. (2023, February 14). In Wikipedia. https://en.wikipedia.org/w/index.php? 

title=Deep_ecology&oldid=1139294419 

European Commission (2019, April 8). Ethics guidelines for trustworthy AI. https://digital-

strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai 

https://www.zotero.org/
https://www.grammarly.com/
https://chat.openai.com/?model=gpt-4%20
https://www.storiesweliveby.org.uk/
https://amzn.eu/d/6q6NRLl
https://en.wikipedia.org/w/index.php?title=Artificial_intelligence&oldid=1150613448
https://en.wikipedia.org/w/index.php?title=Artificial_intelligence&oldid=1150613448
https://en.wikipedia.org/w/index.php?title=Deep_ecology&oldid=1139294419
https://en.wikipedia.org/w/index.php?title=Deep_ecology&oldid=1139294419


Language & Ecology | 2023  http://ecolinguistics-association.org/journal 

 

 
24 

 

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep learning. The MIT Press. 

Manning, C. (2020). Artificial intelligence definitions. HAI: Stanford University Human-

Centered Artificial Intelligence. https://hai.stanford.edu/sites/default/files/2020-

09/AI-Definitions-HAI.pdf 

Najibi, A. (2020, October 24). Racial discrimination in face recognition technology. Science 

in the News. https://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-

recognition-technology 

Okri, B. (1996). Birds of heaven. Phoenix. 

OpenAI API Community Forum (2023, February 18). Knowledge cutoff date of 

September 2021. https://community.openai.com/t/knowledge-cutoff-date-of-

september-2021/66215 

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C. L., Mishkin, P., Zhang, C., 

Agarwal, S., Slama, K., Ray, A., Schulman, J., Hilton, J., Kelton, F., Miller, L., Simens, 

M., Askell, A., Welinder, P., Christiano, P., Leike, J., & Lowe, R. (2022). Training 

language models to follow instructions with human feedback. Advances in Neural 

Information Processing Systems, 35 (NeurIPS 2022). http://arxiv.org/abs/2203.02155 

Radford, A., Narasimhan, K., Salimans, T., & Sutskever, I. (2018). Improving language 

understanding by generative pre-training. Preprint work in progress. 

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf 

Russell, S., & Norvig, P. (2021). Artificial intelligence: A modern approach (4th edition). Pearson. 

Stibbe, A. (2021). Ecolinguistics: Language, ecology and the stories we live by (2nd ed.). Routledge. 

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., & 

Polosukhin, I. (2017). Attention is all you need. Advances in Neural Information Processing 

Systems, 30 (NIPS 2017). 


